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Key Points 27 

• We present an updated representation of aromatic organic aerosol formation 28 
incorporating advances in interpreting chamber experiments. 29 

• Our model’s improved scheme is better able to simulate organic aerosol observed during 30 
the KORUS-AQ field campaign. 31 

• Surface-level korean organic aerosol is produced one third each by domestic and external 32 
anthropogenic emissions and natural emissions.  33 

  34 
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Abstract 35 
 We present a new volatility basis set (VBS) representation of aromatic secondary organic 36 
aerosol (SOA) for atmospheric chemistry models by fitting a statistical oxidation model with 37 
aerosol microphysics (SOM-TOMAS) to results from laboratory chamber experiments. The 38 
resulting SOM-VBS scheme also including previous work on SOA formation from semi- and 39 
intermediate volatile organic compounds (S/IVOCs) is implemented in the GEOS-Chem 40 
chemical transport model and applied to simulation of observations from the KORUS-AQ field 41 
campaign over Korea in May-June 2016. Our SOM-VBS scheme can simulate the KORUS-AQ 42 
OA observations from aircraft and surface sites better than the default schemes used in GEOS-43 
Chem including for vertical profiles, variability, diurnal cycle, and partitioning between 44 
hydrocarbon-like OA (HOA) and oxidized OA (OOA).  Our results confirm the important 45 
contributions of oxidized primary OA (OPOA) and aromatic SOA found in previous analyses of 46 
the KORUS-AQ data and show a large contribution from S/IVOCs. Model source attribution of 47 
OA in surface air over South Korea indicates one third from domestic anthropogenic emissions, 48 
with a large contribution from toluene and xylenes, one third from external anthropogenic 49 
emissions, and one third from natural emissions.  50 
 51 
1. Introduction 52 

 Aerosol particles are of crucial importance for air quality and climate. Organic aerosols 53 

(OA) are a major and growing fraction of aerosol mass (Jimenez et al., 2009; Marais et al., 54 

2017). Most of OA is secondary (SOA), produced in the atmosphere from the oxidation of 55 

volatile organic compounds (VOCs), but the mechanisms for SOA formation and removal are 56 

still poorly understood and model representations are uncertain (Hodzic et al., 2016; Lannuque et 57 

al., 2018; Pai et al., 2020). 58 

 OA observations made by research aircraft and from surface sites in Korea during the 59 

joint Korea-United States Air Quality Study (KORUS-AQ) in May-June 2016 (Crawford et al., 60 

2021) offer some recent insight into this problem. The majority of OA during KORUS-AQ was 61 

oxidized OA of anthropogenic origin, with a major contribution from aromatic and low-volatility 62 

VOCs (Jordan et al., 2020; Nault et al., 2018). An ensemble of Chemical transport models 63 

(CTMs) used to simulate the KORUS-AQ conditions were found to underestimate OA relative 64 

by ~46% relative to the aircraft observations (Choi et al., 2019; Park et al., 2021), and to have 65 

little predictive capability for surface sites (Choi et al., 2019; Kumar et al., 2021). Previous CTM 66 
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studies in regions of high anthropogenic emissions similarly found little ability to reproduce 67 

observations and a general underestimate (Hodzic et al., 2020; Schroder et al., 2018; Shah et al., 68 

2019).  69 

 Simulation of SOA in current CTMs relies on various schemes. The simplest scheme is to 70 

co-emit SOA with the parent VOC at a fixed yield (Chin et al., 2002; S. Kim et al., 2015; Pai et 71 

al., 2020), or produce it downwind with a fixed timescale for chemical aging (Hodzic & Jimenez, 72 

2011), assuming SOA to be non-volatile and removed only by deposition. A more process-based 73 

scheme is to have SOA gaseous precursors produced from VOC oxidation partition reversibly 74 

into the aerosol on the basis of their volatility (Odum et al., 1996), and this is widely 75 

implemented in CTMs using the volatility basis set (VBS) parameterization (Ahmadov et al., 76 

2012; Carlton et al., 2010; Dentener et al., 2006; Donahue et al., 2006; Pye et al., 2010; 77 

Shrivastava et al., 2011). Yet another scheme is to explicitly describe SOA formation as coupled 78 

to the gas-phase kinetic mechanism, though this has been done only for aqueous-phase SOA 79 

formation from biogenic isoprene (Fisher et al., 2016; Marais et al., 2016; McNeill et al., 2012) 80 

due to the lack of needed data and the large number of different VOCs responsible for 81 

anthropogenic SOA formation. 82 

 VBS and related SOA formation schemes based on gas-aerosol partitioning of semi-83 

volatile products of VOC oxidation have relied on fitting to chamber observations of time-84 

dependent SOA yields as a function of VOC reacted (Henze et al., 2008; Ng et al., 2007; Pye et 85 

al., 2010). Early work did not account properly for losses of SOA and precursors to chamber 86 

walls (Zhang et al., 2014), for sustained SOA formation on timescales longer than the chamber 87 

experiments (Cappa & Wilson, 2012; Jathar et al., 2015), or for the importance of Highly 88 

Oxidized Organic Molecules (HOMs) and oligomer condensation (Bianchi et al., 2019; He et al., 89 
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2021). Cappa & Wilson (2012) developed the statistical oxidation model (SOM) to account for 90 

changing SOA yields and evolving SOA composition over time as a result of complex multi-step 91 

chemistry (Jo et al., 2013) and including wall loss effects in chamber data (Matsunaga & 92 

Ziemann, 2010). Hodzic et al. (2016) designed such a SOM scheme for application to CTMs, 93 

and further improved the representation of anthropogenic SOA by allowing for explicit 94 

formation from semi-volatile (SVOC) and intermediate-volatility (IVOC) organic compounds 95 

missing from earlier VBS schemes (Ahmadov et al., 2012; Pye et al., 2010). However, when 96 

implemented into the GEOS-Chem CTM (Hodzic et al., 2016) or the CAM-Chem CTM (Tilmes 97 

et al., 2019), the scheme still underestimates OA concentrations during KORUS-AQ (Park et al., 98 

2021). More recently, SOM has been coupled with the TwO Moment Aerosol Sectional 99 

(TOMAS) microphysical model (SOM-TOMAS) to better account for experimental artifacts 100 

(e.g., size-dependent wall losses) and the SOA microphysics while fitting to chamber data 101 

(Akherati et al., 2020; He et al., 2020). 102 

 In this work, we update the Hodzic scheme’s aromatic SOA formation terms within the 103 

GEOS-Chem CTM. We evaluate the scheme with KORUS-AQ observations and show modest 104 

improvement compared to previous VBS schemes implemented in GEOS-Chem (Pye et al., 105 

2010; Pai et al., 2019), both in terms of fitting the variability of observations and enabling a more 106 

process-based representation. From there we examine the role of aromatic VOCs in driving SOA 107 

formation over East Asia and the implications for transport of aerosol pollution from China to 108 

Korea. 109 

 110 

2. SOA simulation in GEOS-Chem  111 
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 In this work we compare OA simulations in GEOS-Chem using different OA schemes: 112 

the Simple and Complex schemes that represent the standard options in the model, the Hodzic 113 

et al. (2016) scheme, and our updated version of the Hodzic scheme, here referred to as SOM-114 

VBS.  115 

2.1. Simple scheme. 116 

 In the Simple scheme, primary organic aerosol (POA) is handled with two species 117 

representing emitted and oxidized POA (EPOA and OPOA, respectively). Both species are 118 

directly emitted and EPOA converts to OPOA with a lifetime of 1.15 days (Henze et al., 2008; 119 

Pye & Seinfeld, 2010). SOA is non-volatile and is formed by atmospheric oxidation of tagged 120 

precursors with lifetimes of one day. These tagged precursors represent different source types 121 

and are emitted in proportion to proxy species: CO emissions from wildfires, biofuel, and fossil 122 

fuel combustion (Cubison et al., 2011; Hayes et al., 2015; S. Kim et al., 2015) and biogenic 123 

emissions of isoprene (S. Kim et al., 2015) and terpenes (Chin et al., 2002). In the case of 124 

anthropogenic SOA specifically, the simple scheme links SOA to CO emissions without 125 

reference to local conditions, instead of to relevant local conditions such as the presence of 126 

precursor VOCs, abundance of NOx, and the pre-existing seed aerosol loading. 127 

 128 

 2.2 Complex scheme 129 

 The Complex scheme combines a VBS algorithm (Pye et al., 2010) with explicit 130 

aqueous-phase mechanisms for isoprene SOA (Marais et al., 2016) and nitrate-containing SOA 131 

(Fisher et al., 2016). It can be run with POA being either non-volatile (as in the simple scheme) 132 

or semi-volatile. Using the semi-volatile POA scheme allows the EPOA to reversibly partition 133 

between the gas (EPOG) and aerosol phases. This gas-phase EPOG can oxidize with OH to form 134 
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low-volatility oxidized primary organic gases which can reversibly partition to the aerosol phase 135 

as a function of volatility, seed aerosol abundance, and local conditions (Pai et al., 2020; Pye et 136 

al., 2010). The formation of SOA from oxidation of aromatics and terpenes by OH and ozone 137 

follows a standard VBS framework (Donahue et al., 2006), and this is also included for isoprene 138 

as an option. The inclusion of isoprene in both aqueous and volatility-based schemes gives the 139 

possibility for double-counting of isoprene SOA; this is discussed in detail in each of the relevant 140 

schemes but is ultimately not important in relatively isoprene-poor Korea. Different VBS yields 141 

are used in the high-NOx and low-NOx regimes because the VOC oxidation pathways are 142 

different, and the branching ratio between high- and low-NOx oxidation pathways for all SOA 143 

precursors is a function of the relative abundances of HO2 and NO and the rate coefficients of the 144 

relevant reactions (Pye & Seinfeld, 2010). Partitioning between the gas and particle phase occurs 145 

according to absorptive partitioning theory (Chung & Seinfeld, 2002; Pankow, 1994). 146 

 Aerosol precursor yields for the light aromatics (benzene, toluene, and xylene) under 147 

high-NOx conditions are based on three-product fits (298 K effective saturation concentration C* 148 

= 1, 10, and 100 µg m-3) to chamber experiment data by Ng et al. (2007). Under low-NOx 149 

conditions, SOA production from these species is treated as a high (≥30%) constant yield of non-150 

volatile products (Henze et al., 2008).  151 

Naphthalene-like IVOC parameterizations for oxidized POA (OPOA) formation are from 152 

Pye and Seinfeld (2010), based on naphthalene chamber experiments by Chan et al. (2009), and 153 

are similarly represented in the high-NOx case with a three-product fit and in the low NOx case 154 

by a constant yield of 73% (Henze et al., 2008; Pye et al., 2010); this parameterization is only 155 

used in the semi-volatile POA configuration. This scheme is outdated, as more recent research 156 
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has shown that mobile-source IVOCs, at least, are primarily alkane-like and show significantly 157 

different NOx dependences than a polycyclic aromatic like naphthalene (Lu et al., 2020). 158 

 The Complex scheme in GEOS-Chem also includes irreversible aqueous aerosol 159 

formation from isoprene oxidation coupled to the gas-phase kinetic mechanism (Marais et al., 160 

2016). This can add to the isoprene VBS or supplant it; the default option is to supplant it. The 161 

dominant pathways for isoprene SOA formation are through the isoprene epoxide and glyoxal, 162 

the latter which can also be produced from the oxidation of aromatics (Bates et al., 2021).  163 

 Finally, the Complex scheme includes a mechanism for aqueous-phase formation of 164 

organo-nitrate aerosol from gas-phase organic nitrate precursors (Fisher et al., 2016). This 165 

mechanism is intended to produce monoterpene nitrates but GEOS-Chem uses the same lumped 166 

gas-phase organic nitrate precursor for monoterpenes and >C3 alkanes, resulting in spurious SOA 167 

formation from alkanes. Here we split the lumped organic nitrate precursor for monoterpenes and 168 

>C3 alkanes and remove the alkane branch from this SOA formation pathway. This decreases 169 

organo-nitrate aerosol formation globally by 14% and over the KORUS-AQ domain by 20%. 170 

 The complex scheme has several advantages over the simple scheme. It links the best 171 

available chamber experiments on SOA formation to the model; it makes for easy precursor 172 

apportionment; and it enables predictions of changes in SOA as emissions or meteorological 173 

conditions change. However, it is less successful at reproducing atmospheric OA observations 174 

than the Simple mechanism – while the Complex scheme can more effectively capture the 175 

variability of OA concentrations than the Simple scheme, it systematically underestimates actual 176 

OA abundances relative to both the Simple scheme and observations (Pai et al., 2020).  177 

 More recent work has shown that the interpretations of chamber experiments used in 178 

creation of the Complex scheme underestimated effects of wall loss of the gas-phase low-179 
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volatility vapors (Zhang et al., 2014). Other work has illustrated the importance of 180 

multigenerational oxidation in SOA formation (Cappa & Wilson, 2012; Hodzic et al., 2016; 181 

Jathar et al., 2015), as well as the importance of Highly Oxidized Organic Molecules (HOMs) 182 

and oligomers, all of which can impact aerosol yields as well as volatility of SOA formed from 183 

different VOCs (Bianchi et al., 2019; He et al., 2021). Below, we detail a first attempt to 184 

incorporate some of these principles into GEOS-Chem (Hodzic et al., 2016) followed by our 185 

improvements (SOM-TOMAS scheme) based upon more recent work.  186 

 187 

2.3 The Hodzic et al. (2016) scheme  188 

 Hodzic et al. (2016) updated the VBS of the Complex scheme in GEOS-Chem but this 189 

was never included in the standard version of the model. Their VBS used the SOM box model 190 

for all SOA precursors (Cappa et al., 2013; Cappa & Wilson, 2012; Jathar et al., 2015), except 191 

for the low-volatility VOC families described below. SOM accounts for multi-generational 192 

chemistry, including fragmentation and functionalization, and is much better at representing the 193 

evolution of SOA yields and O:C ratios over time found in chamber experiments as well as in 194 

simulating the dependence of SOA yields on carbon and oxygen numbers of the precursors 195 

(Cappa et al., 2013; Cappa & Wilson, 2012). Hodzic et al. (2016) developed SOM box-model 196 

parameterizations for individual chamber experiments and NOx conditions. They then ran them 197 

forward under pseudo-atmospheric conditions, fitting the VBS for each parent VOC. They used 198 

six volatility bins rather than three to four in Pye et al. (2010). Unlike in Pye et al. (2010), they 199 

included a dependence on pre-existing OA, for both high- and low-NOx regimes, though this 200 

dependence was only simulated at a single OA mass concentration value (10 µg m-3). They 201 
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preserved the isoprene VBS as well as the aqueous isoprene SOA formation mechanism, on the 202 

principle that both may additively occur.  203 

 Hodzic et al. (2016) also accounted for SOA formation from emitted intermediate-204 

volatility organic compounds (IVOCs, C* = 1x104-1x106 µg m-3) and semivolatile organic 205 

compounds (SVOCs, C* = 1-1000 µg m-3), which have much lower volatility than typical VOCs 206 

(C* ~ 107 µg m-3). SVOCs and IVOCs are typically not included in emissions inventories and 207 

their composition remains uncertain. The Complex scheme does not explicitly represent SVOCs 208 

but instead considers them to be part of POA, and it represents IVOC emissions only as a part of 209 

the semi-volatile POA scheme when that option is used (Pye et al., 2010). 210 

 Hodzic et al. (2016) set emissions of SVOCs and IVOCs at 60% and 20% of 211 

anthropogenic POA and NMVOC emissions, respectively, based on US data (Jathar et al. 2014), 212 

and assumed a structure of straight-chain C12-C30 n-alkanes (Lee-Taylor et al., 2011). They then 213 

used box model simulations with the GECKO-A explicit chemical mechanism at low- and high-214 

NOx regimes to represent SOA formation from these S/IVOCs, which were then fit to a VBS. 215 

More recent work suggests that other S/IVOCs may also contribute to aerosol formation 216 

including siloxanes and oxygenated IVOCs (McDonald et al., 2018). 217 

 It is important to note that by using a non-volatile POA scheme and including S/IVOC 218 

production of SOA, this scheme is almost certainly double counting some anthropogenic 219 

emissions, and more work is necessary to refine POA emissions. It could be argued that Hodzic 220 

et al. (2016) treat the non-volatile fraction of POA as POA, and the semi-volatile fraction as 221 

SOA. This treatment is less precise regarding the distinction between ‘secondary’ and ‘primary’ 222 

OA than that included in Pye et al. (2010) but is more consistent with how OA measurements 223 

like Aerosol Mass Spectrometry (AMS) are taken. The AMS cannot in principle distinguish 224 



 10 

between semi-volatile oxidized POA and SOA (J. Wang et al., 2021), so maintaining the strong 225 

distinction between the two in the OA scheme seems less important. 226 

 In addition to these changes to SOA formation, Hodzic et al. (2016) added three loss 227 

processes for OA. The first is the inclusion of volatility-dependent dry and wet deposition of gas-228 

phase aerosol precursor species from the VBS (the complex scheme uses Henry’s law constants 229 

which do not vary by volatility); the second is the photolysis of SOA, which is scaled to the NO2 230 

photolysis frequency (JNO2) and loses carbon atoms at a rate of 0.04% of JNO2; and the third is an 231 

assumed heterogenous reaction with ozone at the surface of particles at a rate dependent upon 232 

both the concentration of ozone and total surface area of OA per volume.  233 

 234 

2.4 SOM-TOMAS update to Hodzic et al. (2016) scheme 235 

 Here, we follow the Hodzic et al. (2016) scheme but include an improved representation 236 

of aromatic SOA by fitting chamber data to a SOM-TOMAS box model (Akherati et al., 2020; 237 

He et al., 2020), and then fitting the box model results to a VBS. Our version of SOM-TOMAS 238 

(Akherati et al., 2020; He et al., 2020) includes the formation of HOMs and oligomers from 239 

aromatic precursors. In low-NOx conditions and near-surface temperatures (>253 K; Stolzenburg 240 

et al., 2018), peroxy radicals arising from VOC oxidation can auto-oxidize to form HOMs, which 241 

generally have very low saturation vapor pressure (<10-4 ug/m-3) and are known to contribute to 242 

new particle formation and growth (Bianchi et al., 2019; Mehra et al., 2020; Stolzenburg et al., 243 

2018; S. Wang et al., 2017). High-molecular-weight oligomers have also been observed in SOA 244 

formation from aromatic compounds under low-NOx conditions (D’Ambro et al., 2018; He et al., 245 

2020; Sato et al., 2019).  246 
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 Using SOM-TOMAS, we parameterize our VBS (referred to hereafter as SOM-VBS) 247 

using the following three steps: 248 

1. We use SOM-TOMAS to derive OA parameterizations for aromatic species based on 249 

chamber experiments detailed in Ng et al. (2007) for benzene and m-xylene, and Zhang et al. 250 

(2014) for toluene.  251 

2. Using SOM-TOMAS and derived parameters, we perform a combination of four pseudo-252 

atmospheric box-model simulations, accounting for atmospherically representative existing 253 

OA background (1 µg m-3 for remote regions and 20 µg m-3 for polluted or urban regions) 254 

and NOx chemical states (high and low-NOx). We use an atmospherically relevant precursor 255 

abundance of 1 pptv for each species, and account for oxidation by typical OH concentration 256 

(106 molecules cm-3) over time in order to represent SOA formation over the course of seven 257 

days. This approach is similar to methods described earlier in Hodzic et al. (2016) and He et 258 

al. (2020). 259 

3. We fit a VBS to the SOM-TOMAS model results for each species (benzene, toluene, m-260 

xylene) and NOx condition, using two background OA mass concentrations (1 µg m-3 and 20 261 

µg m-3) covering a range of less to more polluted conditions. We have considered the effects 262 

of using a different range of seed aerosol mass concentrations on our parameterizations; this 263 

question will be further explored in Bilsback et al. (in prep). We use an iterative nonlinear 264 

least-squares solver to optimize the yields of gas-phase SOA precursor products in the VBS 265 

to minimize the overall error in total SOA yield. 266 

 Figure 1 shows the VBS performance for each of the three representative aromatic 267 

species (benzene, toluene, m-xylene) at high- and low-NOx and high- and low-background OA 268 

mass concentration. The corresponding VBS yield parameters for each of the 6 volatility-classed 269 



 12 

gas-phase products are given in Table 1. In general, our yields are slightly higher than those used 270 

in prior model implementations and considerably higher than those currently used in GEOS-271 

Chem (Hodzic et al., 2016; Pye et al., 2010; Tsimpidi et al., 2010), but share the same general 272 

pattern of higher- and lower-yields. In particular, the low SOA yields from m-xylene under high 273 

NOx conditions shown in Figure 1 are consistent with past studies of m-xylene OA yields (Odum 274 

et al., 1996; Xu et al., 2015). Toluene here is used as a proxy for other 7-carbon aromatic species, 275 

and m-xylene is used here as a proxy for other xylene and C8-aromatic species, an approach 276 

commonly used in past analyses (Farina et al., 2010; Hodzic et al., 2016; Jo et al., 2013; Pye et 277 

al., 2010). 278 

 We do not include an SOA aging scheme in our model for three reasons. First, the 279 

structure of the GEOS-Chem SOA scheme, with a single ‘aromatic SOA’ product, makes the 280 

design of such an aging scheme necessarily non-species-specific, which is at odds with our goal 281 

in using SOM-TOMAS to give species-specific SOA yield treatments. Secondly, the Hodzic 282 

scheme, on which our parameterization is based, does not use aging methods (Hodzic et al., 283 

2016, 2020). Finally, past analyses of similar aging schemes suggested that such adjustments will 284 

lead to other biases in model performance (Heald et al., 2011; Jathar et al., 2016). Because of this 285 

choice, SOM-VBS is thus likely to result in more SOA when the gas-phase aerosol precursors 286 
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have been aged for less than two days and less SOA yield when the gas mixture has been aged 287 

for more than 3 days.  288 

289 
Figure 1 – Fractional mass SOA yields from the SOM-TOMAS box model scheme (solid lines) 290 
and the 6-member SOM-VBS parameterization scheme (dashed lines) for three aromatic species 291 
(benzene, m-xylene, and toluene), two NOx conditions (high- and low-NOx in red and blue, 292 
respectively), and two background organic aerosol concentrations (COA = 1 and 20 µg m-3). 293 

  294 
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 295 
Table 1 - Yield parameters for the SOM-VBS gas-phase aromatic species at different volatilities. 296 

    Saturation Vapor Pressure (C*; µg m-3)  
Surrogate NOxa 0.01 0.1 1 10 100 1000 
Benzene High 0.107 0.177 0.043 0.025 0.291 0.358 
Tolueneb High 0.130 0.109 0.021 0.026 0.193 0.521 
m-Xylenec High 0.028 0.020 0.000 0.079 0.013 0.861 
Benzene Low 0.276 0.258 0.076 0.054 0.125 0.211 
Tolueneb Low 0.309 0.285 0.109 0.052 0.092 0.153 
m-Xylenec Low 0.260 0.247 0.250 0.083 0.066 0.095 

aThe branching ratio between NOx conditions (high vs low-NOx) is determined by the 297 
fraction of organic peroxy (RO2) radical reacting with NO  (Pye et al., 2010). 298 
bToluene is used as a surrogate to represent the formation of aerosol from toluene, ethyl 299 
benzene, i-propyl benzene, and n-propyl benzene. 300 
cm-xylene is used as a surrogate to represent the formation of aerosol from m,p, and o-301 
xylenes, and trimethyl benzenes. 302 

 303 

3. Simulation of KORUS-AQ observations 304 

 We use the GEOS-Chem chemical transport model version 12.0.1 (Bey et al., 2001) with 305 

the different OA schemes of Section 2 to simulate observations from the KORUS-AQ aircraft 306 

campaign and surface sites over South Korea in May-June 2016 (Choi et al., 2019). The 307 

simulation is conducted at a nested-grid resolution of 0.25◦ x 0.3125◦ over East Asia (15-55◦ N, 308 

70-140◦ E), with dynamic boundary conditions from a global simulation at 2◦x2.5◦ resolution. 309 

Anthropogenic emissions are from the KORUS v5 inventory in South Korea (Woo et al., 2020; 310 

http://aisl.konkuk.ac.kr/#/emission_data/korus-aq_emissions), the MEIC inventory in China 311 

(Zheng et al., 2021), and the CEDS inventory for the rest of the world (Hoesly et al., 2018). 312 

Biogenic VOC emissions are from MEGAN v2.1 (Guenther et al., 2012) and open fire 313 

emissions are from GFED 4 (Giglio et al., 2013; Randerson et al., 2012; Werf et al., 2017). 314 

POA emissions over East Asia are mainly from fossil fuel combustion, and aromatic VOCs are 315 

mainly from fuel and industrial sources. S/IVOC emissions are scaled to POA and 316 

http://aisl.konkuk.ac.kr/#/emission_data/korus-aq_emissions
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anthropogenic VOCs as previously mentioned and so are also exclusively anthropogenic, as in 317 

Hodzic et al. (2016). 318 

 We compare the model to the KORUS-AQ observations by sampling the model output 319 

along the aircraft flight tracks and at the surface site locations. We use OA observations from a 320 

high-resolution time-of-flight aerosol mass spectrometer (AMS) at a one-minute resolution 321 

(Nault et al., 2018) and aromatic gas concentrations from a whole air sampler (WAS) 322 

(Crawford et al., 2021). A positive matrix factorization (PMF) analysis of the AMS data allows 323 

us to further separate a hydrocarbon-like organic aerosol (HOA) which we equate to emitted 324 

POA in GEOS-Chem, and two oxidized organic aerosols(less-oxidized and more-oxidized; 325 

LO-OOA and MO-OOA) which together correspond to the total oxidized organic aerosol from 326 

GEOS-Chem (i.e., the sum of SOA and oxidized POA) (Nault et al., 2018). Hourly surface 327 

observations of particulate organic carbon were taken by a semi-continuous organic 328 

carbon/elemental carbon analyzer (SOCEC) (Choi et al., 2019; Crawford et al., 2021).  329 

 As shown in Figure 2, comparison of co-located AMS and SOCEC observations at the 330 

Olympic Park site show good agreement and show a mass ratio of organic matter (OM) to 331 

organic carbon (OC) of roughly 2.0, with some diurnal variation. This diurnal variation shows 332 

that the OM:OC ratio increases during daylight hours and decreases overnight. This increase is 333 

consistent with sunlight-dependent production of higher SOA with its higher OM:OC ratio and 334 

an increased importance of POA overnight. With the exception of the overnight 1.8 OM:OC 335 

ratio, these OM:OC ratios are within the 1.9-2.4 range observed in other regions (Choi et al., 336 

2019; Philip et al., 2014; Turpin & Lim, 2001). 337 
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 338 

Figure 2 - Panel A) presents the mean diurnal cycle of organic aerosol and organic carbon from 339 
the co-located observations of the AMS and SOCEC instruments at the Olympic Park site 340 
(37.52° N, 127.12° E). Organic aerosol is shown in orange on the left axis and Organic Carbon is 341 
shown in purple on the right axis; lines correspond to a loess regression of the observations with 342 
uncertainty in gery. Panel B) presents the mean OM/OC ratio derived from dividing the AMS 343 
observations by the SOCEC observations to get an estimate of the OM/OC ratio. As in panel B, 344 
grey shading corresponds to plus or minus one standard deviation. 345 
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 Figure 3 shows the mean vertical profiles of modeled and observed aromatic species from 346 

the KORUS-AQ aircraft dataset, grouped in half-kilometer vertical bins. Figure 3 and following 347 

figures detailing KORUS observations exclude data taken over the ocean. The observations here 348 

are from the WAS measurements. To correspond with model definitions, observations of 349 

‘toluenes’ include summed toluene, ethylbenzene, and both i- and n- propylbenzene mixing 350 

ratios; observations of ‘xylenes’ correspond to the sum of o-, m-, and p-xylenes as well as the 351 

trimethylbenzenes. On median, the model slightly underestimates benzene mixing ratios and 352 

significantly underestimates both toluenes and xylenes. Overall, the simulation of these primary 353 

aromatic species provides a reasonable basis for evaluating the simulation of aromatic SOA, but 354 

the too-low emissions of higher aromatics in GEOS-Chem may lead to a bias in any aromatic 355 

SOA contribution.  356 
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 357 

Figure 3 - Mean vertical profiles of aromatic VOC over Korea during the KORUS-AQ aircraft 358 
campaign (May-June 2016). Observations (in black) are compared to the GEOS-Chem model 359 
simulation (in blue) along the flight tracks. Horizontal bars are plus and minus one standard 360 
deviation. Note the difference in scales between panels. 361 

 Figure 4A compares mean vertical profiles of observed and modeled OA concentrations 362 

over Korea grouped in half-kilometer vertical bins. Concentrations exceed 10 µg standard m-3 363 

near the surface and drop to less than 1 µg m-3 above 3 km. The GEOS-Chem simulations with 364 

the SOM-VBS and Hodzic schemes reproduce the observations while the other schemes are too 365 

low as previously found by Park et al. (2021). The SOM-VBS and Hodzic schemes differ only in 366 

the treatment of aromatic SOA. 367 
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 368 

Figure 4 – Vertical distribution of organic aerosol (OA) and its GEOS-Chem model components 369 
over Korea during KORUS-AQ. Panel A) shows mean vertical profiles of organic aerosol (OA) 370 
observed by the aircraft and simulated by GEOS-Chem with the four alternative OA schemes of 371 
Section 2. Horizontal bars for the observations are one standard deviation. Panel B) shows 372 
median abundances of the different OA components simulated by GEOS-Chem for the Complex 373 
and SOM-VBS schemes.  374 

 375 
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 Figure 4B shows the contributions of different OA components to the GEOS-Chem 376 

simulations using the SOM-VBS and Complex schemes. POA (mainly oxidized) is similar in 377 

both schemes and originates mainly from fuel combustion. The Simple scheme does not allow 378 

for a comparable decomposition. We see that the OA from the SOM-VBS has major 379 

contributions from aromatics and S/IVOCs. The lower concentrations in the Complex scheme 380 

are because of a much lower contribution from aromatic SOA and non-accounting of S/IVOCs 381 

SOA. Prior analysis of the KORUS data supports a large SOA contribution from aromatic and 382 

S/IVOC precursors (Nault et al., 2018).  383 

 In their multi-model analysis of the KORUS-AQ data, Park et al (2021) conclude that 384 

“models in general overestimate POA and underestimate SOA throughout the whole campaign”. 385 

This conclusion depends on the definitions of POA and SOA in the modeling output. Park et al. 386 

(2021) map model POA to the AMS HOA factor and model SOA to the OOA factors, but 387 

oxidized POA in the model (OPOA) would in fact be measured as OOA (J. Wang et al., 2021).  388 

Figure 5 compares median observed vertical profiles of HOA and OOA concentrations over 389 

Korea during KORUS-AQ to the model profiles for different mapping of model components as 390 

discussed above. Total OA in the observations is dominated by OOA. We find that model SOA 391 

underestimates OOA, as reported by Park et al. (2021) but adding model OPOA produces better 392 

agreement. Model POA overestimates HOA by a factor of 4, as reported by Park et al. (2021), 393 

but removing model OPOA flips the result to a factor of 2 underestimate. That underestimate 394 

could reflect uncertainty in the aging time of EPOA and could also be accounted for by having a 395 

small fraction of model OPOA be measured as HOA, as would depend on the extent of 396 

oxidation. 397 
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 398 

Figure 5 – Model comparison to observations of hydrocarbon-like organic aerosol (HOA) and 399 
oxidized organic aerosol (OOA) during KORUS-AQ. The Figure shows median vertical profiles 400 
of HOA and OOA concentrations over Korea measured by the Aerosol Mass Spectrometer 401 
(AMS). HOA is alternatively compared to two mappings of model OA components to these 402 
HOA vs OOA observations. In the solid orange lines, oxidized organic aerosol (OOA) is 403 
represented in GEOS-Chem as the sum of SOA + oxidized POA while hydrocarbon-like organic 404 
aerosol (HOA) corresponds to emitted POA only; in the dashed purple lines, OOA is only 405 
comprised of SOA while both emitted and oxidized POA components are compared to observed 406 
HOA. Model results are from the SOM-VBS scheme. 407 

 Figure 6 compares the median diurnal variations of simulated and observed OC aerosol at 408 

the six urban surface sites during KORUS-AQ. Aggregated, these observations show no 409 

significant diurnal variation, as in previous observations in Beijing in summer (Lin et al., 2009) 410 

that were attributed to offset between daytime production of SOA and daytime dilution from 411 

mixed layer growth. The SOM-VBS and Hodzic schemes are much better at capturing this 412 

offsetting influence because of their photochemical formation of aromatic SOA and S/IVOC 413 
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SOA, which is consistent with the pattern of OM:OC ratios observed at the Olympic Park site 414 

(Figure 2). The spurious early-morning peak in these schemes is because rising OH 415 

concentrations oxidize aromatics in a shallow mixed layer, as shown in the lower panel. The 416 

absence of such a morning maximum in the observations suggests some model error in the 417 

correlation of timing between rising photochemistry and mixed layer growth during the morning 418 

hours (Travis & Jacob, 2019).  419 

 420 

Figure 6 – Diurnal variation of organic carbon (OC) aerosol concentrations at urban sites in 421 
Korea during the KORUS-AQ campaign (8 May- 17 June 2016). The top panel shows the mean 422 
hourly concentrations for the ensemble of six urban AirKorea surface sites with OC 423 
measurements during KORUS-AQ (Choi et al., 2019): Olympic Park (37.52° N, 127.12° E), 424 
Bulkwang (37.62° N, 126.94° E),  Daejeon (36.40° N, 127.40° E),  Gwangju (35.23° N, 126.94° 425 
E),  and Ulsan (35.58° N, 129.32° E). Observations (black, with one standard deviation spread in 426 
grey) are compared to GEOS-Chem model simulations using the four alternative organic aerosol 427 
(OA) schemes. Emitted POA is converted from organic mass (OM) to OC using a OM:OC mass 428 
ratio of 1.4, while other components have a OM:OC ratio of 2.0. The bottom panel shows the 429 
contributions of different OA components in the SOM-VBS scheme. 430 
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  431 

4. Implications for organic aerosol sources and transboundary influences 432 

 Figure 7 shows the distributions of the different OA components in surface air over the 433 

North China Plain and Korea during the KORUS-AQ period. The oxidized POA component 434 

dominates everywhere, and as pointed out above it would likely be measured by the AMS 435 

instrument as OOA. Aromatic SOA concentrations are similar in Korea and China, but 436 

concentrations of POA and S/IVOC SOA are much higher in China. In Korea, aromatics and 437 

S/IVOCs together account for 62% of total SOA during May and June. Adding in the 438 

contribution from OPOA suggests that 75% of OOA is from aromatics and S/IVOCs, consistent 439 

with the analysis of Nault et al. (2018) for Seoul. Over the North China Plain, aromatics and 440 

S/IVOCs are responsible for 53% of total SOA in May and June of 2016, and OPOA, S/IVOCs, 441 

and aromatics are 81% of total OOA (OPOA + SOA), even higher than over Korea. 442 
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  443 

Figure 7 – Mean Organic aerosol composition in surface air over East Asia during KORUS-AQ 444 

(May-June 2016) as simulated by GEOS-Chem with the SOM-VBS scheme. The ‘Biogenic 445 
SOA’ component includes both isoprene and terpene SOA formation from the VBS. The 446 
‘‘Aqueous SOA’ component is mainly from isoprene but also includes some production from 447 
reactive uptake of glyoxal originating from aromatics and direct emission.  448 

 Biogenic SOA accounts for less than 13% of total OA over Korea, China, and southern 449 

Japan. This is in remarkable contrast to the US, where isoprene and terpene SOA dominate the 450 

OA aerosol load in summer (Fisher et al., 2016; P. S. Kim et al., 2015; Marais et al., 2016). 451 

Some of the conversion of emitted POA to oxidized POA could take place in the aqueous phase 452 

(J. Wang et al., 2021), but this is not included here in the aqueous SOA component.  453 

 Xylenes and toluene are the most important SOA precursor aromatics in both Eastern 454 

China and Korea. Throughout Eastern China, 43%, 42%, and 16% of Aromatic SOA are from 455 
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toluene, xylene, and benzene respectively; in South Korea, these figures are 45%, 47%, and 8%. 456 

Benzene makes a relatively small contribution because of its long lifetime.  457 

 Figure 8 shows the total OA concentrations in surface air simulated by our model for 458 

South Korea and the opportunities to decrease these concentrations through emission controls.  459 

The middle panel shows the South Korean background, defined by zeroing anthropogenic 460 

emissions of POA and VOCs in South Korea.  The middle panel shows smaller peaks in South 461 

Korean Background OA over the mountains of central Korea in both north and south; these are 462 

from small biomass burning events included in the model. The right panel shows the natural 463 

background, defined by zeroing anthropogenic emissions globally.  The mean OA concentration 464 

in South Korea is 8.x μg m-3, and controlling domestic anthropogenic emissions could reduce it 465 

by 31% to 5.5 μg m-3. This South Korean background has a large contribution from external 466 

anthropogenic emissions, mainly from China, and controlling these external emissions could 467 

reduce OA in South Korea further down to 2.9 μg m-3, mainly contributed by biogenic sources. 468 

The contribution of domestic Korean emissions is largest in the Seoul and Busan coastal regions, 469 

where OA concentrations are highest, and is also largest for aromatic SOA. 470 

 A long-standing issue has been the relative contributions of domestic and foreign 471 

anthropogenic sources. Our model simulation shows that biogenic sources account for only 10% 472 

of surface OA (<12% of total OA) in Korea during the KORUS-AQ period (Figure 7). We 473 

further isolated the effect of domestic anthropogenic emissions by conducting a sensitivity 474 

simulation removing all domestic anthropogenic emissions of aromatics, S/IVOCs, POA, glyoxal 475 

and methyl glyoxal over Korea and compute the difference in modeled OA mass in the surface 476 

layer. As Figure 8 shows, the influence of domestic Korean emissions on OA is most notable in 477 

the Seoul and Busan coastal regions. We find that an average of 2.5 µg m-3 OA in the surface 478 
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layer is from domestic Korean anthropogenic emissions and a further 2.9 µg m-3 is from biogenic 479 

emissions, implying that the remaining 2.6 µg m-3 OA in the Korean boundary layer is from non-480 

Korean anthropogenic sources. This finding is spatially variable: in the most emissions-rich areas 481 

(Seoul and the southeastern coast), which also have the highest total OA, up to 50% of surface-482 

level OA is from domestic anthropogenic emissions sources. However, this is a considerable 483 

underestimate compared to the findings of Nault et al. (2020), who suggest that local emissions 484 

of SOA precursors ‘overwhelm’ foreign influences over Seoul during the KORUS-AQ period. 485 

 Domestic Korean emissions of aromatics are the most important in determining SOA, 486 

accounting for between 60-70% of aromatic SOA in the most polluted regions and 25% of total 487 

aromatic SOA on median. Domestic primary and secondary anthropogenic sources of the 488 

dicarbonyls glyoxal and methyl glyoxal account for 20% of these species on median and >50% 489 

in the most impacted areas. This implies that in the most polluted regions, it is likely incorrect to 490 

refer to these aerosols as primarily biogenic as many analyses currently do (Marais et al., 2016; 491 

Pai et al., 2020).  492 
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 493 

Figure 8 – Mean organic aerosol (OA) concentrations in surface air over Korea in May-June 494 
2016 as simulated by GEOS-Chem with the SOM-VBS scheme. The left panel shows results 495 
from our standard simulation. The middle panel shows the South Korean background 496 
concentrations as determined by a simulation with domestic anthropogenic South Korean 497 
emissions shut off. The right panel shows the natural background concentrations as determined 498 
by a simulation with all anthropogenic emissions shut off. Mean concentrations over South 499 
Korea are given inset. 500 

 Of the anthropogenic aerosol included in GEOS-Chem, Korean emissions of S/IVOCs 501 

matter least, accounting for just 10% on median and 50% in the most impacted areas. As there 502 

are no biogenic sources of S/IVOC within GEOS-Chem at this time, this implies that non-local 503 

anthropogenic sources, most likely in China, are responsible for a median of 90% of the 504 

S/IVOC-derived SOA observed in Korea. This points to a potential weakness of our analysis: our 505 

assumptions about the emissions of S/IVOCs are based upon studies of US systems which may 506 

not reflect true conditions in China or Korea (Hodzic et al., 2016; Jathar et al., 2014). Future 507 
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work will be necessary to improve the representation and speciation of S/IVOC emissions in 508 

non-US contexts, especially in China, to better understand SOA in Korea. 509 

4. Conclusions 510 

 We present here an updated volatility basis set (SOM-VBS) for use in global chemical 511 

transport models to better represent the production of secondary organic aerosols (SOA) from the 512 

oxidation of aromatic precursors. This scheme builds on the organic aerosol (OA) scheme 513 

introduced to GEOS-Chem by Hodzic et al. (2016, 2020). We use SOM-TOMAS to re-examine 514 

previous laboratory experiments of aromatic SOA formation to correct the observed aerosol 515 

yields for gas and particle wall losses, multiple generations of oxidation, and the formation of 516 

HOMS and oligomers. These updated aerosol mass yields are then used to develop a set of VBS 517 

parameters that represent SOA formation within a global model framework. 518 

 We evaluate our scheme against aircraft and surface observations taken over Korea 519 

during the KORUS-AQ field campaign. SOM-VBS can simulate OA abundance and variability 520 

better than the default schemes used in GEOS-Chem and confirms the important contribution of 521 

aromatic SOA found in previous analyses of the KORUS-AQ data. The Simple and Complex 522 

aerosol schemes in GEOS-Chem underproduce this aromatic SOA. We also find a large SOA 523 

contribution from semi- and intermediate VOCs (S/IVOCs). The lack of diurnal cycle in OA 524 

concentrations observed at surface urban sites during KORUS-AQ supports the importance of 525 

the aromatic and S/IVOC SOA produced during daytime. 526 

 Our work corrects the previous underestimate of OA found in an intercomparison of all 527 

CTMs applied to simulation of the KORUS-AQ data (Park et al., 2021). A conclusion of that 528 

intercomparison was that the models overestimate POA and underestimate SOA, but this reflects 529 

their attribution of AMS-observed hydrocarbon-like OA (HOA) to POA and all oxidized OA 530 
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factors (OOA) to SOA. In fact, most of model POA is oxidized (OPOA) and would be measured 531 

as OOA. By defining modeled OOA as SOA + oxidized POA, we find that GEOS-Chem is 532 

unbiased in simulating observed OOA concentrations, which account for 95% of total OA.  533 

 Broader application of our SOM-VBS scheme to interpret sources of OA over East Asia 534 

during the KORUS-AQ period finds that anthropogenic sources dominate over the whole region. 535 

Oxidized POA is the most important component, followed by aromatic SOA and S/IVOC SOA. 536 

Aromatic SOA is comparable in Korea and China, reflecting similar emission densities for 537 

aromatic VOC precursors, but POA and S/IVOC SOA are much higher in China (S/IVOC 538 

emissions are scaled to POA emissions in this implementation). Toluene and xylenes are the 539 

most important aromatic precursors over both Korea and Eastern China, due to the former’s 540 

abundance and the latter’s short lifetime.   541 

 We find that a third of OA in surface air in Korea is from domestic anthropogenic 542 

emissions, rising to 50% in the most polluted regions (Seoul and Busan). External anthropogenic 543 

emissions, mainly from China, contribute a third of surface OA in Korea, with natural emissions 544 

contributing another third.  Decreasing aromatic VOC emissions, principally toluene and 545 

xylenes, would most effectively decrease the domestic pollution component of OA.  546 
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